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Abstract

Cloud gaming services have become important workloads
in cloud datacenter. However, our investigation shows that a
cloud gaming service cannot saturate the modern cloud GPUs.
One way to improve the GPU utilization is to co-locate mul-
tiple workloads within one GPU, which is challenging for
cloud gaming due to its highly fluctuated and unpredictable
GPU usage pattern. In this paper, we present PilotFish, a
high-performance system that harvests the free GPU cycles of
cloud gaming with deep learning (DL) training, while incur-
ring almost zero interference to cloud gaming. We co-locate
DL training jobs with cloud gaming, because they have stable
and predictable workloads and have no strict latency require-
ment. In more detail, PilotFish captures the idle periods of the
game’s GPU usage with its low-overhead instrumentation to
graphic libraries in sub-millisecond granularity. To avoid the
potential interference to cloud gaming, PilotFish schedules
training computation kernels only when they can finish before
the idle GPU periods, and preempts straggler kernels running
longer than expected. Our evaluation on popular cloud games
and DL models shows PilotFish can harvest up to 85.1% of
the idle GPU time from cloud gaming with no interference.

1 Introduction

Cloud gaming is gaining popularity in recent years. As shown
in Figure 1, players of cloud gaming only use a thin client that
interacts with games running on cloud servers and receives
the stream of rendered frames via Internet [38]. Cloud gam-
ing greatly reduces the hardware requirement of high-quality
video games. Mobile clients with no or weak GPU can still
enjoy the good visual effect of powerful GPUs. Cloud gaming
has become an important workload in major cloud service
providers, e.g., Microsoft’s Xbox Remote Play [11], Google’s
Stadia [7], Nvidia’s Geforce Now [15], Sony’s PlayStation
Now (running on Azure) [18], Amazon’s AppStream [1].

∗This work is done while Wei Zhang is an intern in Microsoft Research.

Figure 1: In cloud gaming games, players send control mes-
sages (keyboard and mouse) to cloud servers. Game scenes
are rendered as frames in cloud servers and streamed to edge
devices via internet.

Due to the limitations of the network, encoding and decod-
ing capability, and resolution of mobile devices, major cloud
gaming service only provides limited streaming quality that
is far lower than the increasing capability of modern GPUs.
For example, Microsoft’s Xbox Remote Play and PlayStation
Now only support up to 1080p at 60FPS. However, the lat-
est GPUs for gaming (e.g., Nvidia’s 3090Ti) can support 4K
(2160p) resolution at up to 144FPS. Running cloud gaming of
limited streaming quality on powerful GPUs would inevitably
waste the GPU cycles. Our evaluation of popular games shows
most of them have a utilization lower than 50% with cloud
gaming GPUs. It is important to improve the utilization to
reduce the operation cost of cloud gaming services.

To improve GPU utilization for cloud gaming, a nat-
ural solution is to co-locate multiple workloads in one
GPU (e.g., multiple games [29, 36] or other GPU work-
loads [23–25,50,51]). Such approaches face great challenges,
due to the high randomness of the gaming workload. A game’s
utilization of different resources (including GPU, CPU, PCI-e
and disk I/O) varies greatly across video frames. Such vari-
ation is difficult to predict due to the random interaction be-
tween players and changing game scenes. Moreover, different
games could exhibit very diverse resource usage patterns, fur-
ther increasing the degree of unpredictability. Co-locating
multiple games in a GPU would inevitably lead to interfer-



Figure 2: The procedures of cloud gaming. On receiving user input, the game logic decides the content of the scene to be
rendered, which is comprised of a list of draw calls using graphic libraries. The draw calls are pushed into a command queue for
the frame and submitted to the hardware for rendering the frame. The rendered frames are encoded by dedicated chips (e.g.,
NVENC [13] of Nvidia’s GPUs) and sent to the cloud gaming client.

ence when long rendering times from different games collide.
To safely harvest the GPU free cycles from cloud gaming, it is
necessary to choose a more predictable and stable workload
for co-location, where we find Deep Learning (DL) training,
a pervasive workload in cloud data centers, is a good fit.

In this paper, we present PilotFish, a high-performance
system that harvests the free GPU cycles of cloud gaming
with deep learning training, without impacting gaming expe-
riences. Instead of predicting the varying gaming workload,
PilotFish exploits idle GPU periods in a reactive manner. Pi-
lotFish exposes a real-time resource monitoring interface by
instrumenting graphic libraries (e.g., DirectX or Vulkan) for
quickly reporting (within 10 µs) the start and completion of
the rendering of a game frame. This way, PilotFish can pre-
cisely capture idle GPU periods of games. This design allows
PilotFish to support all games running on common graphic
libraries without modifying or re-compiling game code.

PilotFish further leverages the predictability of deep learn-
ing training in the scheduling. It is well-known that deep
learning training consists of iterative training steps. The com-
pute kernels in each training step have a highly predictable
execution time and can be obtained through offline profil-
ing [40,46]. With the known duration of a specific DL training
kernel (usually on the order of sub-millisecond), PilotFish is
able to safely schedule a deep learning training job to leverage
the idle time of gaming workload, without violating the QoS
of cloud gaming. The interference on other types of hardware
resources is also avoided via state-of-the-art techniques, e.g.,
Baymax [25] for PCI-e. Furthermore, to prevent from training
anomaly, where a DL training kernel does not complete in
the estimated time, PilotFish can proactively terminate the
training (<1ms) with limited loss of training progress.

We have implemented a prototype of PilotFish to sup-

port games on DirectX 12 [3] and DL training using Nvidia
CUDA 11 [14]. We evaluate PilotFish using popular games
for cloud gaming and widely-used DL models for training.
Evaluation result proves PilotFish can strictly guarantee the
QoS of cloud gaming when co-located with DL training. Pi-
lotFish can harvest up to 85.1% of the idle GPU time without
interference, compared to straw-man baselines that degrade
the 99%-ile FPS by over 30% to achieve the same harvest
ratio.

The key contributions of the paper are as follows:

• We identify the low GPU utilization problem of cloud
gaming and the challenges of co-location due to the
randomness of games.

• We characterize the cloud gaming workload and point
out that DL training is a right workload to be co-located
with cloud gaming to improve GPU utilization.

• We propose mechanisms for quickly capturing idle GPU
periods of gaming and fine-grained scheduling of co-
located DL training workload, which guarantee no inter-
ference.

2 Motivation

In this section, we study the common cloud gaming pipeline
shown in Figure 2. We investigate why there is low utilization
issue in cloud gaming services and the challenges of harvest-
ing free GPU cycles from games. Then we motivate why DL
training is a good fit for co-location.



Table 1: The GPU and CPU utilization of cloud gaming.

Game Average
GPU Util.

Peak
GPU Util.

VRAM
(GB) CPU Util. FPS

Dota 2 38.2% 45% 1.61 21.9% 59.9
League of
Legends 26.9% 41% 1.16 22.0% 59.8

PUBG 40.6% 95% 4.05 28.9% 60.1
CS:GO 45.0% 57% 2.6 69.7% 201

Civilization 5 32.3% 42% 1.11 15% 59.8
The Division 2 89.5% 98% 3.12 46.11% 58.66

Assassin’s
Creed Odyssey 69.2% 78% 2.39 66.3% 59.68

Ashes of the
Singularity 89.8% 98% 3.42 79.23% 57.31
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Figure 3: The average FPS and GPU utilization of indepen-
dent execution of popular games and their co-located execu-
tion on Nvidia RTX 2060. (HIT: HITMAN3, RDR2: Red
Dead Redemption 2 and AOS: Ashes of the Singularity)

2.1 GPU Under-utilization of Cloud Gaming
Existing cloud gaming platforms allocate each player to a
dedicated server for running the requested game to ensure
players’ satisfactory experiences. For cloud gaming service
providers, major concerns are focused on network latency and
operational cost. The network latency is considerably reduced
today and becomes viable for cloud gaming. However, the
low resource utilization still leads to significant operation cost.
We use the Nvidia RTX 2060 GPU, of which the computing
ability is 6.4 teraflops, as the experimental platform, which
has comparable performance to the Xbox One X’s GPU (6.01
teraflops) used by Microsoft’s cloud gaming service. We in-
vestigate the performance of eight of the most popular games.
Table 1 summarizes the resource utilization of these games
on NVIDIA RTX 2060 with cloud gaming rendering qual-
ity, mostly 1080p and 60 Frames Per Second (FPS). Five of
the eight games have a GPU utilization of lower than 50%,
showing the potential opportunities for improvement.

Modern GPUs are becoming more and more powerful.
However, the QoS of cloud gaming is much lower than the ca-
pability of modern GPUs. According to Steam’s survey [19],
over 83.67% of PC gamers use resolution ≤ 1920x1080. Most
smartphones only have a screen ≤ 1080p resolution. Also,
the higher resolution requires better network quality and hard-
ware capability (for decoding). Currently, Xbox remote play

Figure 4: The fluctuation of frame time over time of three
popular games.

Figure 5: The fluctuation of CPU, storage and network uti-
lization over time of Hitman 3.

only supports streaming quality of at most 1080p and 60 FPS.
We anticipate the low GPU utilization issue will become

more severe on the latest generation of GPUs used by gaming
clouds. For example, Google Stadia uses an AMD GPU with
10.7 teraflops [7], Microsoft’s Xbox Series X chip has 12
teraflops [11], Nvidia’s RTX 3090 has 35.58 teraflops.

2.2 Challenges
A natural idea to improve the GPU utilization of cloud gaming
is to co-locate multiple games into the same GPU. However,
we observe co-locating multiple games could severely inter-
fere with each other, even when the GPU is still underutilized.

Figure 3 demonstrates the FPS of three popular cloud
games and their GPU utilization in two situations: indepen-
dently execution and co-located execution. When the games
run alone, they can achieve around 50% of GPU utilization on
60 FPS. However, when two games are co-located, the FPS
drops greatly (e.g., RDR2’s FPS drops to 20 from 60) but the
GPU utilization is only improved by up to 24%.

The main cause of the degraded co-location performance
comes from the randomness of games. As shown in Figure 4,
a game’s frametime (the time to render a frame) could vary
significantly over time due to the different complexity of the
scene. Different games would further exhibit a very diverse
pattern of GPU consumption. Moreover, in addition to GPUs,
the resource usage of other resource types (CPU, storage, etc.)
also fluctuates over time as illustrated in Figure 5. When con-
tention appears on these resources, the submission of draw
calls would be blocked, which also leads to lower GPU uti-
lization. This explains why the co-located games only have



limited improvement on GPU utilization in Figure 3.
The highly random gaming behaviours make it impossi-

ble to co-locate the other random and interactive workloads
like game without impacting the gaming experience. Previ-
ous works [36, 43] using static profiling to co-locate multiple
games in a best-effort manner could still suffer from the in-
terference due to random rendering content. We seek to find
a more stable and predictable workload as the candidate for
co-location, where we find DL training is a good fit.

2.3 Co-location with DL Training
DL training is a pervasive workload in cloud data centers.
The major cloud gaming service providers (e.g., Microsoft,
Google, Amazon) also have a huge demand for training DL
models with GPUs [33]. The key reason we consider DL
training for co-location with cloud gaming is its predictability
and fine-granularity. Figure 6 shows the execution time of sta-
tistical top 20 frequent kernels from six popular DL training
models. The figure shows that the duration of all training ker-
nels is relatively stable, it usually varies within a few percent.
Thus, by leveraging the predictability and iterative pattern of
DL kernels, the system can know their duration beforehand.
Also, the execution time of DL kernels is typically less than
1ms, thus it is very suitable to be scheduled to exploit the
GPU idle time.

Figure 6: The execution time of top 20 frequent kernels from
six popular models. (each bar is a kernel).

Despite the opportunity, the direct co-location of gaming
and DL training without leveraging the characteristics of DL
training could still incur a severe drop in FPS due to complex
interference behaviors. For example, if the DL training kernels
are submitted when a frame is still under rendering, both
workloads would contend for GPU time and postpone the
completion of game rendering.

Figure 7: FPS of games when co-located with DL training.

Figure 7 shows the normalized 99%-ile FPS when five pop-
ular games are co-located with DL training tasks on a Nvidia
2060 GPU. The DL training tasks includes Resnet50 [30],
VGG [44] and Mobilenet [31]. In the figure, the x-axis indi-
cates the combination of games and DL training tasks, and
the y-axis shows the 99%-ile FPS normalized to its FPS tar-
get. All games are affected by naively co-locating with DL
training models. During co-location, we observe that the FPS
of game is affected by the duration of frame rendering, the
DL training kernel scheduling and the contention on shared
resources. Therefore, it requires very careful management of
the co-located DL training jobs to avoid interfering the cloud
gaming, which is the main goal of PilotFish.

3 PilotFish Overview

We consider the scenario that DL training has a lower prior-
ity than the interactive cloud gaming service. Therefore, it is
required that DL training should not generate interference to
cloud gaming. PilotFish co-designs the cloud gaming services
and deep learning training frameworks so that they can col-
laboratively work together. Figure 8 demonstrates the overall
design of PilotFish.

Instead of predicting the random gaming behaviours, Pilot-
Fish monitors the frame-level execution and resource-usage
information in real time with very low overheads. Existing
frame monitoring tools [8,9,17] for gaming are usually based
on event-tracing technology [4], which is for general-purpose
application by design and infeasible for PilotFish’s require-
ment due to its high latency. To capture the idle GPU periods,
PilotFish instruments the graphic libraries to quickly and
precisely detect when the rendering of a frame finishes and
when the next frame will be submitted (according to the FPS
requirement).

Within the idle period of a game, PilotFish schedules the
computation kernels safely without interfering with the games.
The computation kernels for DL training should only be exe-
cuted between the end of the previous frame and the start of
the next frame. This relies on the kernel duration predictor
to provide the execution time of the computation kernels, by
leveraging their predictability as we discussed in Figure 6. A
computation kernel can be submitted only when it can finish
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Figure 8: The Overall design of PilotFish. The Game Loop Detector quickly obtains the idle GPU periods via instrumenting the
graphic libraries. The DL kernel scheduler dynamically and safely schedules the kernels with the predicted kernel duration. The
task executor guarantees the DL kernel execution will not interfere with cloud gaming on GPU and other types of resources.

before the rendering of the next frame starts so that it will not
contend with the game rendering on GPU. Since PilotFish
only schedules DL kernels without changing its computation,
it has no impact on the computation result of DL training.

During the execution of DL training’s computation kernels,
PilotFish keeps monitoring their progress in its task execu-
tor. Once potential interference could appear due to strag-
gler kernels, PilotFish should immediately preempt the job
to guarantee cloud gaming is not affected. To minimize the
loss of training progress due to preemption, we introduce a
low-overhead checkpointing mechanism to only kill the com-
putation kernels without losing the trained weight in memory.

We explain in § 4 how PilotFish instruments the graphic
libraries to obtain the idle GPU periods. In § 5, we elaborate
on how the computation kernels of DL training are scheduled.
Then, we demonstrate the task executor in § 6 that manages
the task execution on GPUs and other types of resources to
provide the strict guarantee of no interference to games.

4 Game Loop Instrumentation

To capture the random idle GPU cycles from games, we need
to monitor the frame execution information, i.e., the start and
end rendering time of each frame, in real time. Nowadays,
there are many popular frame monitoring software for ren-
dering workloads including PresentMon [17], IntelGPA [9],
GpuView [8], and FrameView [5]. They all use event-tracing
technology [4], which records events with high latency (usu-
ally >1 second). However, cloud gaming usually requires 60
frames per second, i.e., 16.67 ms per frame, which cannot
accept such a large tracing latency.

In PilotFish, we exploit the fact that most games are de-
veloped on common graphic libraries (e.g., DirectX [3],

Table 2: The Game Loop Detector Performance.

Avg. Overhead / 60 frame Avg. Err.
ACOdyssey 0.1058 ms 0.363%

Genshin Impact 0.070668 ms 0.526%

Vulkan [20]), which translate the graphical operations into
GPU commands. When the game finishes generating the draw
calls, the GPU commands will be submitted to the GPU via
a specific API (e.g., ExecuteCommandList in DirectX). Pi-
lotFish instruments the command submission API of graphic
libraries to detect the start time of frame rendering. The instru-
mentation latency is very low, usually within 1 microsecond
per frame. Moreover, to obtain when the rendering completion
time of the submitted frame, PilotFish inserts an additional
GPU command for notification of rendering completion at
the end of the submission queue. Since the QoS of cloud
gaming determines the maximum frame rate, e.g., an FPS
of 60 means there is at most one frame per 16.67ms. When
PilotFish is notified with the rendering completion, we can
calculate when the next frame would appear, thus the time
period before the next frame is guaranteed to be idle. Table 2
shows the average overhead and error for FPS perception
through the game loop detector. The overhead is negligible
where the average overhead per 60 frames is around 0.1ms.
We also validate FPS measured from PilotFish by comparing
with PresentMon [17] as the ground-truth. The average mea-
surement error of FPS is 0.526%. Instrumenting the graphic
libraries that most games built on allows PilotFish to gener-
ally support a wide range of existing games and future games
without specific modification for every game.



Algorithm 1: DL training scheduler

1 while true do
2 if isFrameRendering() then
3 WaitForFrameComplete();
4 f reeTimeslice = FrameTimeQoS -

LastFrameRenderingTime;
5 else
6 kernel = GetKernelFramePool();
7 kernelTime = PredictDuration(kernel);
8 if f reeTimeslice > kernelTime then
9 LaunchKernel(kernel);

10 f reeTimeslice =
f reeTimeslice− kernelTime;

5 DL Training Scheduler

With the captured GPU idle periods, PilotFish will schedule
the computation kernels from DL training to harvest the free
GPU cycles. As shown in Figure 9, PilotFish only allows the
DL kernels to execute within the idle GPU periods to avoid
GPU contention. Algorithm 1 describes the scheduling strat-
egy of PilotFish: (1) when the game is using GPU to perform
rendering, it will wait for the notification of the rendering
completion; (2) when the game finishes rendering a frame,
the scheduler sends the DL kernels that can finish before the
deadline when FPS QoS is affected (e.g., when the QoS is 60
frames per second, the start time between two frames should
be no more than 16.67 ms).

PilotFish’s DL training scheduler relies on the prediction of
computation kernels to decide whether the submitted kernel
can finish before the next frame starts (Line 7 in Algorithm 1).
PilotFish leverages the predictability and iterative pattern of
DL training. The kernels for the same model will be repeat-
edly submitted in every iteration with different input data. As
we have shown in Figure 6, the kernel duration has a very low
variance, which can be easily obtained via offline profiling. In
PilotFish, the DL training jobs to co-locate with games will
be profiled on idle GPUs for tens of iterations (usually a few
minutes), and record their kernel execution time.

Note that, the GPU context for DL training is first cre-
ated in the job initialization, thus its overhead does not affect
the scheduling of DL kernels. Also, the launching of com-
putation kernels has an overhead of 10 us, which is usually
less or equal to a kernel’s execution time. To hide the kernel
launching overhead, like most training frameworks, PilotFish
submits the computation kernels asynchronously (as shown
in Figure 9). Therefore, PilotFish only suffers from at most
one kernel launching overhead at the first DL kernel in each
frame, which is negligible.
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Frame N Frame N+1

Game Logic

Time16.67 ms

R(N+1)

Signal

DL

0 ms

R (N-1)

*R: Game Frame Rendering
*L: DL Kernel Launching
*DL: DL Kernel Execution

L

DL DL DL

L L L

DL

L

33.33 ms

Figure 9: Fine-grained scheduling of DL kernel.

6 Task Executor

After the DL kernel is scheduled, the task executor monitors
the kernel execution to avoid straggler kernels that run longer
than expected and do not finish before the next rendering
frame. In case the potential interference could appear, the
task executor will terminate the process quickly to reclaim
the GPU for game rendering while minimizing the loss of
training progress. In addition to GPUs, the task executor also
manages the other resource types including CPUs, PCIe bus
and Disk I/O to avoid non-GPU interference.

6.1 GPU Kernel Execution
During the execution of computation kernels, PilotFish’s task
executor keeps monitoring the running kernels on their exe-
cution time. Although, not often, some straggler kernels may
run longer than the predicted time, which may postpone the
rendering if they do not finish before the next frame appears.
Note that the straggler kernels will not lead to QoS violation
if the rendering time of the next frame is short and can still
be finished within the deadline. Also, a slight drop in FPS
(1 ∼ 2 FPS) may not affect the gaming experience for non-
sensitive players. Therefore, PilotFish provides two types of
guarantees:

1) Hard guarantee: once a straggler kernel appears that
it can not finish before the next frame rendering begins, the
task executor suspends the running DL kernel on the GPU
immediately.

2) Soft guarantee: PilotFish does not terminate the strag-
gler kernels unless FPS drop exceeds a certain threshold.

Using soft guarantee is more friendly to DL training models
that contain kernels of long execution time, e.g., the longest
kernel of LSTM runs for 2.4 ms. Our evaluation in § 7.4
shows using the soft guarantee can harvest over 30% more
GPU cycles than the hard guarantee when we co-locate LSTM
with RDR2.

6.2 Low-overhead Pause and Resume
Figure 10 shows the design of PilotFish’s DL training pause
and resume. In order to terminate the straggler kernel quickly,
PilotFish leverages the multi-priority streams of modern
GPUs to send asserting signal to DL training kernels at the
highest priority. The preemption can be done very fast within
0.7 ms. However, asserting the kernel would wipe out all the



memory state that results in loss of the training progress. Al-
though DL training may periodically save checkpoints, it is
done in a less frequent manner (usually every a few epochs
that takes hours).

… Hook
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Figure 10: PilotFish’s low-overhead pause and resume.

Note that, we only want to terminate the computation to
avoid the interference to games thus it is not necessary to
clear the memory. To maintain the model weight while DL
training job suspension, PilotFish builds a shared memory
pool in an isolated process, that stores a backup version of
the model weight. When resuming a DL training job from
suspension, the pointer of shared memory is directly shipped
to the memory manager of the training frame. If the GPU sup-
ports inter-process communication (IPC), the shared memory
pool is placed on GPU thus no memory copy is needed. Other-
wise, The shared memory pool is placed on the host memory
thus requires resume the model weights by copying them
from host to GPU. Our evaluation shows resuming the model
from the host memory for ResNet-34, VGG-16, MobileNet
and LSTM takes 64, 69, 63 and 30 ms respectively. But Py-
Torch’s requires over 7 seconds via its default checkpointing
mechanism.

6.3 Mitigating Other Resource Contention
In addition to contention on GPU, both cloud gaming and
the DL training involve other resource types thus also need
careful management for interference avoidance.

CPU contention. For the DL training tasks, the CPU is
used for data pre-processing, e.g., image decoding, re-shaping,
data augmentation. Games use CPU for processing game logic
and simulate physical effects. CPU contention may appear
when the CPU-heavy DL training and games are co-located,
resulting in a decrease in FPS and an increase of game load-
ing time. PilotFish solves the resource contention on CPU
by setting the priority of threads: game threads use a high
priority and DL training threads use a low priority. Figure 11
shows the FPS of RDR2 to be co-located with a job that only
pre-processes the data of DL training. By increasing the stress
of the co-located job, the FPS and loading time of the game
is affected severely if they have the same CPU thread priority.
The Windows OS’s scheduler can fully mitigate the interfer-
ence on CPU after we set the thread priority of the co-located
job to low.

PCIe contention. Using PCIe bus, games transfer vertex
data and primitive data from pageable memory to GPU dur-

(a) FPS (b) Loading time

Figure 11: The FPS and loading time of RDR2 when co-
located with CPU threads for DL training.

(a) PCIe bus (b) Disk I/O

Figure 12: The inference to RDR2 on PCIe bus and Disk I/O.

ing execution, and the rendered frames are passed back from
GPU [21]. The DL training uses PCIe to transfer data and
model parameters. We have tested two popular games’ per-
formance benchmarks (Shadow of the Tomb Raider and The
Division 2). The average memcpy time per frame is 0.1748ms
and the frames with copy time greater than 0.5ms account for
3.9% of all frames. When games use pageable memory and
transfer data through PCIe bus alone, the achieved data trans-
fer rate is 11,045MB/s. Because the theoretical peak band-
width of 16x PCIe 3.0 bus used in our platform is 15,800MB/s
and the effective bandwidth is 12,160MB/s, the bus can only
support at most ⌊ 12160

11045⌋ = 1 memcpy task to transfer data in
their full speeds in the same direction. Therefore, it is neces-
sary to guarantee no interference on PCIe to avoid the game’s
data transfer. In PilotFish, we rely on the bandwidth reserva-
tion technique proposed in Baymax [25] to reserve the enough
PCIe bandwidth for cloud gaming. The DL training can only
transfer data when the game is not using PCIe.

Figure 12a shows the FPS of game RDR2 when co-located
with a stress test progress of memory copy. This stress test
copies data from the host memory to the global memory of
GPU, and then back to the host memory every 60 ms. We
control the proportion of the memcpy time to the total time
by controlling the size of the copied data. With increased
memory copy stress, the FPS drops greatly without reserving
the PCIe bandwidth for the game. The reservation guarantees
the game is not affected by PCIe contention.

Disk I/O contention. From disk, games loads rendering



resources (e.g., texture) and DL training loads training data.
Contention on disk I/O may lead to longer loading time for
games. Figure 12b illustrates the FPS and loading time of
a game co-located with a disk stress benchmark perform-
ing sequential read/write and 4K read/write [2]. Without any
isolation, the FPS does not change but the loading time is
increased by 21%. Moreover, we observe some objects are
not rendered in the displayed frame, which is unacceptable to
players. We apply the widely used I/O isolation techniques,
including namespace [12] and I/O priority [10]. We find both
techniques can guarantee the game performance by isolating
the I/O operations.

GPU memory and caches. To avoid swapping data among
GPU memory and host memory, PilotFish only co-locates
a game and a DL training job when the sum of their peak
GPU memory demand can fit into the GPU memory. Since
DL kernels are only executed in the idle GPU cycles, their
data movement between GPU memory and GPU caches has
no overlap with gaming. GPU commands from game and DL
training are serialized without preemption thus there is no
context switching overhead. DL training may flush the GPU
cache of rendering data of the previous frame. But we do not
observe impact on rendering time to the next frame.

Network and video stream encoding. In PilotFish, we
assume the distributed training uses a separate network from
the cloud gaming service due to security and performance
concern, thus there is no interference in network. Also, as we
have explained in Figure 2, video stream encoding is done
in a separate hardware encoder, thus is not interfered by DL
training.

7 Evaluation of PilotFish

We have implemented a prototype of PilotFish on DirectX
12, CUDA 11.1, Windows 10, and PyTorch 1.8 with 2400
lines of code. As far as we know, PilotFish is the first system
that co-locate cloud gaming with DL training. Therefore, we
compare PilotFish with several straw-man solutions to evalu-
ate its effectiveness. Overall, PilotFish can harvest up to 85%
of idle GPU cycles from cloud gaming without generating
interference.

7.1 Experimental Setup
We evaluate PilotFish with Steam Remote Play & Steam Link
(cloud gaming platform) using the Nvidia RTX 2060 GPU.
Table 3 summarizes the software and hardware experimental
configurations. Note that PilotFish does not rely on any spe-
cial hardware features of RTX 2060, and is easy to be set up
on other GPUs. As listed in Table 4, we use five popular Di-
rectX 12 games and four DL training applications to perform
the experiment.

Throughout our experiments, the FPS target of games is
60 FPS (16.67 ms/frame). The QoS of the game is defined

Table 3: Hardware and software specifications.

Specification

Hardware Intel(R) i7-7700 @ 3.60GHz
Nvidia GeForce RTX 2060

Software Windows10 19043.1110 CUDA Driver 11.1.96
CUDA SDK 11.1 DirectX 12.1 PyTorch 1.8.1

Table 4: Benchmarks used in the experiment.

Benchmarks Workloads

Ashes of the Singularity (AOS) Crazy quality on2560*1440; FPS: 60
GPU focused benchmark

Red Dead Redemption 2 (RDR2) Favor performance quality
on 2560*1440; FPS: 60

Shadow of the Tomb Raider (SOTTR) High quality on 2560*1440; FPS: 60
F1 2021 (F1) Medium quality on 1920*1080; FPS: 60

HITMAN3 (HIT3) Ultra quality on 2560*1440; FPS: 60

DL Training
ResNet-34 (RS) [30]; VGG-16 [44] ;
MobileNet (MN) [31]; LSTM [45];
Dataset: ImageNet-1k, Wikitext-2

as the 99%-ile latency normalized to 60 FPS. We calculate
the GPU utilization as the portion of time when the GPU is
busy, which is the same as the definition of nvidia-smi [16].
We define the metric, harvest ratio, as the portion of GPU idle
time that is harvested for DL training, which is calculated as

Harvest Ratio =
GPUUtilco −GPUUtilGame

100%−GPUUtilGame
, (1)

where GPUUtilGame is the GPU utilization of running game
independently, and GPUUtilco is the GPU utilization when
game and DL training are co-located. For PilotFish, the time
of model checkpointing is not considered as harvested.

Comparison Baselines. To compare the performance of
PilotFish, we propose three straw-man solutions:

1. GameMode [6] is a feature introduced by Windows to
prioritize CPU threads of games. It does not control GPU
execution.

2. Constant-Speed controls the DL kernel submission
speed with a constant rate.

3. Adaptive-Speed controls the DL kernel submission
speed dynamically according to the FPS profiled from
the event-tracing tool PresentMon [17]. If FPS < 60, the
DL kernel submission speed is halved, otherwise, it is
multiplied by 1.2.

7.2 GPU Utilization Improvement and FPS
Guarantee

We first demonstrate the effectiveness of PilotFish by compar-
ing PilotFish with the three baselines on all combinations of
cloud games and DL models listed in Table 4. By default, the
Constant-Speed baseline is set to 50% of the ideal speed (i.e.,
training the model on the same GPU without co-location).



(a) The 99%-ile FPS normalized to the FPS target (60 FPS). The red line shows the 99-tile FPS of running each game without co-location.

(b) The harvest ratio of idle GPU time of cloud games.

(c) The training wall time of co-located job normalized to training on dedicated GPU system

Figure 13: The 99%-ile FPS, harvest ratio and training wall time of different co-location combinations of games and DL models.

Figure 13 presents the 99%-ile FPS of the cloud games nor-
malized to the FPS target (60 FPS), and the harvest ratio of
idle GPU time. Note that, due to bursty complex frames, the
cloud game may not always maintain at 60 FPS either even
without co-location. Figure 13a shows that PilotFish achieves
almost the same 99%-ile FPS compared to that without co-
location. The three baselines all experienced severe FPS drops.
GameMode drops the most, by up to 78.6% (e.g. SOTTR+RS).
Constant-Speed(50%) and FPS-Based drop from 16.3% to
69.2% and from 20.7% to 66.3%, respectively. In the game
of SOTTR and HIT, all baselines suffer from severe interfer-
ence. Since SOTTR switches scenes multiple times during
the benchmark, its rendering time of frames fluctuates more
severely than the other four games. The three baselines cannot
quickly adapt to the fluctuation thus perform poorly.

Figure 13b shows the harvest ratio in the different combi-
nations. As shown in the figure, PilotFish w/ hard guarantee
harvests 78.56% of idle times on average in all five games
co-located with three DL training tasks (MobileNet, Resnet-
34 and VGG-16) without interfering with the cloud games.
When cloud games are co-located with LSTM, the harvest
ratio drops to 39.03%. Because LSTM contains some large
kernels that run for ∼ 2.4 ms, they may not be scheduled if the
idle GPU time is short with PilotFish’s hard guarantee. Since
the rendering time of game F1 is lower than other games, its
harvest ratio on LSTM is relatively higher than others, which
is 48.43%. With the huge penalty of FPS drop, GameMode

achieves the highest harvest ratio (83% on average) since it
does not control the speed of DL training. The harvest ratios
of the Constant-Speed (50%) and Adaptive-Speed range from
26% to 50% and 11% to 74%. These two baselines not only
harvest less idle GPU time than PilotFish but also degrades
the FPS significantly. They prove the necessity of PilotFish’s
mechanisms to fast and safely schedule DL kernels.

Figure 13c shows the training wall time of the co-located
DL models normalized to training them on dedicated GPU.
The training wall time is almost inversely proportional to
the harvest ratio. Because GameMode occupies more GPU
cycles from games in addition to the idle cycles, it has the
least slowdown at the price of severely affected game FPS.
Because of higher harvesting efficiency, PilotFish’s training
wall time is better than Constant-Speed and Adaptive-Speed
for most models without affecting the FPS of games.

7.3 Dissecting Execution

To demonstrate how cloud game runs when co-located with
DL training, in Figure 14, we show the instantaneous FPS (the
inverse of frame time) fluctuation of RDR2 over time when
co-located with ResNet-34. We select a game segment (50
seconds) during the stable running of the game. We find Pi-
lotFish can always be stable near the original FPS without co-
location. The baselines experience serious FPS fluctuations,
especially GameMode and Constant-Speed since they are not



Figure 14: The instantaneous FPS of RDR2 over time when
co-located with ResNet-34. The FPS is normalized to the
average FPS without co-location.

Figure 15: The rendering quality of PilotFish (left), No co-
location (middle), and GameMode (right). The rendering qual-
ity in GameMode is much worse than the others due to inter-
ference.

adaptive at all. The fluctuated and degraded FPS leads to very
poor experience for players. When FPS drops, some games
with adaptive rendering mechanism will actively reduce the
rendering quality to maintain a smooth playing experience.
Figure 15 compares the rendering quality of PilotFish, no co-
location, and GameMode. PilotFish has the same rendering
quality with running the game without co-location. But the
game co-located with DL training in GameMode reduces the
rendering quality under the bridge due to interference.

7.4 Sources of Improvement
Dynamic Scheduling. Figure 16 shows normalized 99%-
ile FPS and the harvest ratio of the pair (RDR2+RS) under
the different kernel submission speed in Constant-Speed pol-
icy. The kernel submission speed ranges from 3% to 100%
(normalized to the ideal speed without co-location). The right-
most column shows the results of PilotFish for comparison.
As expected, we find that the 99%-ile FPS decreases and the
harvest ratio increases as the submission speed grows from
3% to 100%. We specifically listed the 99%-ile FPS at the
kernel submission speed 3% and 4%. We find the FPS target
can be satisfied only when the kernel submission speed is very
low. When the submission speed is higher than 4%, 99%-ile
FPS begins to drop. Without degrading the 99%-ile FPS, Pi-
lotFish can achieve the same harvest ratio of Constant-Speed
at 80% submission speed.

Figure 17 shows the harvest ratio of HIT under different ren-
dering qualities when co-located with MobileNet and LSTM.

Figure 16: The impact of kernel submission speed in
Constant-Speed v.s. PilotFish.

Figure 17: (HIT+MN/LSTM) the 99%-ile FPS and harvest
ratio of PilotFish with different graphic quality.

Since MobileNet is mainly comprised of small kernels, it is
easier to fit into short idle GPU periods. But the LSTM model
contains some long kernels (∼ 2.4 ms), which requires longer
idle GPU periods. Therefore, reducing the rendering quality
allows LSTM to harvest more GPU cycles from the game
than MobileNet.

The two experiments in Figure 16 and Figure 17 imply the
dynamic scheduling of DL kernels is necessary to handle the
high randomness of game frames and diverse characteristic
of different combinations of game and DL model.

Effective training pause and resume. To verify the need
for the training pause mechanism introduced in Section 6.1,
we disable this mechanism to compare its impact with Pilot-
Fish’s policies of hard guarantee and soft guarantee. Figure 18
shows the 99%-ile FPS (normalized to 60 FPS) and the har-
vest ratio with different pause policies. When using the policy
of hard guarantee, PilotFish achieves the same FPS of that
without co-location. When the pause condition is relaxed
by 5% (3 FPS), the FPS using the policy of soft guarantee
is degraded within the threshold while the harvest ratio is
increased. When disabling the pause mechanism, the FPS
further decreases at the cost of no FPS guarantee. The impact
of the pause policies is different for models: ResNet-34 is
less impacted than LSTM since the computation kernels of
ResNet-34 is much shorter than LSTM. In the worst case, if a
DL training task submits a long-running kernel, the game ren-
dering could be infinitely postponed. Therefore, we suggest
using the policy of soft guarantee when the cluster opera-



Figure 18: The 99%-ile FPS and harvest ratio of PilotFish
with different training pause polices.

Figure 19: (RDR2+RS) the lost progress of DL training.

tor wants to trade a limited interference with a higher GPU
utilization.

Figure 19 shows the lost progress of DL training due to
training pause with the hard guarantee. Compared with the
epoch-level checkpoint in PyTorch whose lost progress is
69.62% on average, PilotFish reduces the lost progress by
4.6 times to 15.04% with the weight backup in the shared
memory pool. LSTM loses more training progress than other
models since it triggers more training pause due to its longer
computation kernel.

8 Scale to Data Center

To evaluate the potential benefit of PilotFish to cloud gaming
service running in a large cluster of GPUs, we use a simple
heuristic cluster-level scheduler to decide which games and
DL training jobs are suitable for co-location on the same GPU,
as shown in Figure 20. The heuristic cluster scheduler collects
the average resource usage of DL jobs and games through
offline profiling. It greedily matches the DL training job with
the game with the DL training job so that the remaining re-
source is minimized. For the DL model using synchronous
data parallel training, the scheduler prefers to deploy each
of its workers to the servers with a similar utilization so that
each worker can run at a similar speed, which can reduce the
synchronization overhead.

We compare this heuristic policy with a random scheduling
policy that co-locates games and DL training models ran-
domly. We simulate a cloud gaming cluster composed of one
thousands Nvidia RTX2060 GPUs. We select ten popular
games as the workload of cloud gaming, including Dota 2,

Global Scheduler

Game1

GPUUtil 40%

CPUUtil 70%

GPUMem 5GB

…

Gaming

Scheduler

DL Job

DL Job-2

GPUUtil 50%

CPUUtil 20%

GPUMem 3GB

isDistributed Yes

BatchSize 128

Scheduling
decisions

GPU server 0

Game1 DL job-1

GPU server 1

Game2 DL job-2
Worker-1

GPU server n

Game3 DL job-2
Worker-2

…

Figure 20: Cluster-level Scheduler.

Figure 21: The variation of
active players on Steam.

Figure 22: The GPU utiliza-
tion in the simulated cluster.

League of Legends, PUBG, CS:GO, Civilization 5, Assas-
sin’s Creed Odyssey, The Division 2, Ashes of the Singularity,
RDR2, and Genshin Impact. The games are launched with
the same probability. The number of running games follows
the active player variation reported by Steam (shown in Fig-
ure 21), which has a strong diurnal pattern. We regard the
peak point in Figure 21 as the situation when all the 1000
GPUs are used by cloud games. For the DL Training work-
loads, we select 750 instances evenly from the five models:
ResNet-34, ResNet-50 [30], VGG-16 [44], MobileNet [31],
and DenseNet [32]. Each model has 100 non-distributed train-
ing instances and 50 distributed training instances.

Figure 22 shows the GPU utilization of no co-location,
random scheduler and the greedy heuristic scheduler. When
there is no co-location, the cloud gaming cluster only has a
GPU utilization of ∼ 40%. The random policy can improve
the utilization to 68.89% due to PilotFish’s efficient execution.
Since the greedy policy is aware of the resource usage pattern
of cloud games and DL training, it can further improve the
cluster utilization to 81.12%. It implies the games and DL
training jobs should be carefully scheduled at the cluster-level
to maximize the benefit of co-location, which is an interesting
future direction.

9 Related Work

General CPU co-location. There has been a large amount
of prior work focusing on improving application QoS and



hardware utilization for CPU co-location. They can be broadly
categorized as (1) profiling-based methods [26, 27, 41, 48, 52]
and (2) partitioning-based methods [39, 53]. The profiling-
based methods, such as Bubble-Up [41], Bubble-Flux [48],
SMiTe [52], uses offline profiling of user-facing services and
batch applications to predict their performance degradation
to avoid contention on shared cache and memory bandwidth.
They periodically adjust the allocation of shared resources
according to the QoS feedback of user-facing services.

However, these techniques would fail on cloud gaming
because they neglect the complex interaction of interference
on different shared resources on GPUs.

General GPU co-location. Several techniques were pro-
posed in the prior work to improve the utilization of GPUs
with co-location. TimeGraph [34] and GPUSync [28] use
priority-based scheduling to guarantee the performance of
real-time kernels. High-priority kernels are executed first
if multiple kernels are launched to the same GPU. GPU-
EvR [35] launches different applications to different stream-
ing multiprocessors (SMs) on one GPU. However, they are
not applicable to our problem because they all rely on the
simulator to synthesize the execution trace of co-located ap-
plications. Laius [50] and Baymax [25] predict the kernel
duration and reorder the kernel based on the QoS headroom
of user-facing queries. But it is difficult to predict the render-
ing frame time of game with a low overhead. AntMan [47]
only co-locates multiple DL training jobs, which cannot han-
dle the unpredictable game rendering. Nvidia Volta MPS
(Multi-Process Service) [42] enables multiple applications
to share a GPU concurrently with static partition, however,
cannot handle the dynamic load of cloud gaming. Moreover,
MPS-based solutions rely on the special hardware feature that
only supports CUDA applications but not games, and is not
applicable to non-Nvidia GPUs.

Co-location of cloud gaming. Specifically for cloud
gaming, several works have been proposed to improve re-
source utilization by co-locating multiple games [37, 43, 49].
vGASA [49] adaptively schedules rendering tasks from multi-
ple games to meet the SLA in a best-effort manner. However,
when a hard SLA guarantee is required, vGASA has to reserve
the resource for the worst cases so that all running games can
meet the SLA at the most complex scenes. As we have shown
in Section 2.2, cloud gaming has a high variance in GPU us-
age. Conservatively guaranteeing the worst case would waste
resources with a significant over-provisioning.

GAugur [36] and dJay [29] dynamically tune the game
settings for the co-located games during gameplay to adapt
to changes of game scenes for improving performance. How-
ever, as we have shown in Figure 4, the frame time and GPU
load in the gaming could fluctuate drastically even within a
short period of time. Frequently changing the game setting is
noticeable to players and could greatly degrade the gaming
experience. This is unacceptable to commercial cloud gaming
services. Instead, the computation of DL training is highly

predictable. PilotFish can accurately predict the execution of
DL kernels and schedule them only when it is safe. This is the
main reason why we claim DL training is the right workload
to be co-located with cloud gaming.

10 Conclusion

Cloud gaming service suffers from low GPU utilization issue
due to the limitation of network and edge devices. Since cloud
gaming utilizes GPUs in a very random manner, existing co-
location solutions for GPU cannot meet the QoS requirement
of cloud gaming. PilotFish addresses this issue by co-design
cloud gaming service and deep learning training framework.
PilotFish can harvest free GPU cycles using DL training with
no interference to cloud gaming. PilotFish achieves this hard
guarantee by (1) quickly capturing the idle GPU periods from
cloud gaming via low-overhead instrumentation to graphic li-
braries (e.g., DirectX); (2) leveraging the predictability of DL
computation to safely schedule DL kernels; and (3) providing
a low-overhead mechanism to pause DL computation when
they could potentially interfere with games. Our evaluation
shows that PilotFish can harvest a significant portion of idle
GPU time of cloud gaming up to 85.1% without affecting
the gaming experience. PilotFish reveals a principled design
to co-locate unpredictable workloads with predictable low-
priority workloads. In addition to co-locating cloud gaming
with DL training, it is interesting to generalize PilotFish’s
solution on other predictable workloads, e.g., scientific com-
puting [22, 50].
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